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Abstract

This article introduces a novel approach named HBA-dHoSMO, which combines a contin-
uous decentralized higher-order sliding mode controller-based observer (dHoSMO) with
the honey badger algorithm (HBA), specifically designed for load frequency control in
multi-area power systems (MAPSs). Traditional sliding mode controllers (SMCs) employed
in load frequency control of MAPSs often face challenges related to chattering and oscil-
lations, leading to decreased robustness and stability. Additionally, tuning the parameters
for these SMC designs to achieve optimal performance in MAPSs can be challenging. The
HBA-dHoSMO is proposed to address the issues of chattering and oscillations, while the
optimal parameters for SMC design are obtained using HBA. The stability analysis of
the entire system is conducted using linear matrix inequality and the Lyapunov stability
theory, affirming the reliability and feasibility of the approach. A comprehensive set of
case studies is performed under various configurations and conditions. Additionally, par-
ticle swarm optimization and tuna swarm optimization, in conjunction with SMC-based
and proportional–integral–derivative controllers, are examined for performance compari-
son. Simulation results demonstrate the superior performance of the proposed controller
across all case studies. This is evidenced by the lowest integral time absolute error val-
ues recorded as 0.0133, 6.45 × 10−4, and 0.0167 for single-, two-, and three-area power
systems, respectively.

1 INTRODUCTION

1.1 Background

Power system (PS) operation schemes get more complicated
due to the variability of load demand and renewable generation,
the complexity of electrical components, plant uncertainties,
and especially the exchange of electricity between neighbour
areas. PS control schemes are employed to maintain the PS in
a stable state, and load frequency control (LFC) is an important
control issue in wide-area PS operations. The main requirements
of the grid code regarding stability are the ability to remain nor-
mal operation in presence of load disturbances and generation
uncertainties. That means the system frequency is maintained
in the desired values [1, 2]. There are two major objectives of
LFC including keeping the frequency of each area in the desired
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range and interchanged power between nearby areas within the
allowable limit [3–5].

1.2 Literature review

In the past decade, a range of control strategies have been devel-
oped for LFC in PS. These strategies encompass traditional
methods like the proportional–integral–derivative (PID) tech-
nique, as well as advanced techniques including sliding mode
control (SMC) and other sophisticated approaches such as
meta-heuristic and optimization techniques. This section offers
a brief summary of each of these methods.

In the conventional approach, there have been a lot of
proposed controllers designed PID technique for LFC in PS.
Specifically, Nosratabadi et al. [6] employed the Grasshopper
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optimization algorithm to design a new predictive functional
modified PID controller, aiming to improve the system perfor-
mance of an integrated redox flow battery (RFB) multi-source
multi-area PS. This new controller demonstrated competitive-
ness compared to other optimization methods in mitigating
various possible disturbances. Sharma et al. [7] performed a
comparative analysis of LFC designs using the Jaya optimization
algorithm to fine-tune parameters for various conventional con-
trollers, including integral (I), proportional–integral (PI), PID,
integral–derivative (ID), and integral–double-derivative (IDD)
controllers. This assessment was conducted on a two-area
photovoltaic-thermal system, integrated with an ultracapacitor
and RFB in each zone of the photovoltaic-thermal system.
In [8], an innovative integral derivative-tilted controller was
introduced for a two-area PS by modifying the structure of
the tilted integral derivative controller using the Archimedes
optimization algorithm. Notably, this approach enhanced the
system performance of the PS across various system condi-
tions. In [9], a dragonfly search algorithm (DSA) integrated
cascade controller was designed for single- and multi-area PS
by combining (1+PD) and PID controllers. It was proven to
outperform other approaches under various system conditions.
However, since the application of DSA to address the LFC
problem is lacking, further examination and analysis are still
required for this approach. Additionally, in the domain of fre-
quency regulation for micro-grid systems, optimization-based
fuzzy PID controllers were proposed [10, 11]. In [12], the
authors proposed a physics-inspired atom search optimization
(ASO) algorithm to tune the parameters of a fractional order
PID (FOPID) controller for automatic LFC of interconnected
hybrid PS integrating renewable energy sources (wind and solar)
and energy storage devices (aqua electrolyzer, fuel cell, and
electric vehicle). The ASO-tuned FOPID controller demon-
strates superior transient and steady-state responses compared
to other controllers, and its robustness is validated against
changes in renewable energy generation and system parameters.
This proposed controller’s effectiveness is further verified by
comparing its performance with other literature works, and its
real-time applicability is validated in hardware-in-the-loop sim-
ulation using a real-time digital simulator. Veerasamy et al. [13]
offered a comprehensive approach to automatic LFC in a
multi-source hybrid PS, integrating conventional and renewable
energy sources. The use of cascade PI-PD control with PSO-
gravitational search algorithm (GSA) optimization demon-
strates significant performance improvements over other classi-
cal controllers, highlighting its potential in enhancing frequency
stability and robustness in real-world PSs. The stability analysis
and comparison with other artificial intelligence (AI) methods
add further credibility to their proposed approach. Recently,
several methods for LFC in PS have been reported in the liter-
ature [14–17]. For instance, control techniques, soft computing
algorithms, and energy storage technologies applicable to LFC
in PS were summarized in [14]. In [17], the authors presented
an up-to-date and state-of-the-art report on the challenges and
future directions of automatic generation control (AGC) and
LFC in both conventional and renewable energy-based PS. In
the works of Darvish et al. [18–20], various optimization-based

and intelligent techniques employing fractional-order-PID con-
trollers were developed for AGC in PSs. These methods include
type-2 fuzzy logic, multi-objective-based optimizations utilizing
algorithms such as ant lion optimizer, particle swarm opti-
mization (PSO), and bees algorithm, as well as non-dominated
sorting genetic algorithm II. In contrast to LFC, Eke et al.
[21] introduced heuristic optimization controllers based on PID
for automatic voltage regulation in PSs. This illustrates the
diverse applications of PID-based control methods within the
PS domain. Additionally, intelligent control techniques based on
PI controllers, including fuzzy logic, AI, model predictive con-
trol, genetic algorithms, adaptive neuro-fuzzy inference systems,
and Harris Hawks optimization (HHO), have been employed
in various PS applications, including wind energy grid connec-
tion systems [22–28]. More recently, the honey badger algorithm
(HBA) was introduced by Hashim et al. [29] that outperformed
other meta-heuristic algorithms based on the CEC’17 serial
benchmark functions. As a result, several approaches have been
employed HBA to tune the optimal parameters for PID-based
controllers for LFC in PSs [30–33].

SMC is well-known as one of the robust variable struc-
ture controls that help the system obtain high performance.
Besides, SMC is also non-sensitive to the change of the sys-
tem parameters and load disturbances. Thus, SMC is widely
applied in many different fields such as electrical vehicles [34],
non-linear systems [35], and PSs [36–40]. However, the old-
fashion SMC exists some limitations, so a lot of improved
SMC schemes have been suggested with the various sliding
surfaces [41–44]. In [41], a first-order SMC is suggested to
manage load frequency in multi-area power systems (MAPS)
under matched and mismatched uncertainties, which still suf-
fer from the chattering phenomenon. Therefore, in [42], the
authors designed the adaptive integral higher-order SMC to
free chattering and obtain a smooth control signal for MAPS
under varying operating conditions. More recently, Alyoussef
and Kaya [45] introduced an innovative non-singular terminal
SMC method, incorporating a novel adaptive reaching law inte-
grated with a fractional disturbance observer. This approach
was developed to tackle singularity and chattering issues while
effectively eliminating severe and time-varying disturbances in
PSs. Although this controller is quite robust and stable, this
approach is not very reliable, because of the high dependence
on the exact measurement of system state variables (SSVs) by
the sensors. Evidently, in a large-scale PS, accurately measur-
ing all system states is not easy. To handle the aforementioned
problems, many studies have utilized SMC combined with an
observer-based LFC of MAPS, as suggested in these studies
[43, 44, 46–49]. But these researchers only used a centralized
LFC approach. Clearly, the decentralized LFC approach is more
viable than the centralized one, because this just uses state vari-
ables information in the local area to manage the frequency
fluctuation. In addition, to maximize the performance of the
controller, many researchers have combined SMC with meta-
heuristic algorithms. In this regard, to obtain an optimal result,
the parameters of the SMC controller should be determined by
optimization algorithms [50–53]. In [51], a Black Hole optimiza-
tion is applied for SMC to tune the coefficients of model-free
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technique regulated load frequency in a stand-alone microgrid
with time delay. In [52], the authors suggested SMC for LFC in
Great Britain PS integrated bees algorithm under load distur-
bances and parameter uncertainties. Zhang et al. [54] presented
a novel hybrid control strategy that combines PSO, SMC, and
fuzzy PID control to stabilize an open-loop unstable magnetic
levitation system. Their proposed method effectively addresses
the chattering phenomenon of SMC and demonstrates strong
robustness against external disturbances and state variable
crossing. Once again, in [53], an SMC is continuously designed
for LFC using grey wolf optimization to select the parame-
ters of the controller to achieve optimal performance. Although
the performance of these schemes in studies [51–53] are
exploited to the maximum by the algorithms, it is still restricted
due to the controllers being designed based on first-order
SMC.

1.3 Research gap and motivation

Recent studies highlight the prevalent use of PID-based and
SMC-based controllers in LFC for PSs. Moreover, in efforts to
enhance performance and streamline the parameter selection
process for these methods, various meta-heuristic algorithms
and intelligent control techniques have been explored. These
include AI, ASO, DSA, HHO, PSO, GSA, fuzzy logic, and HBA.
Notably, HBA has emerged as a cutting-edge meta-heuristic
algorithm. Despite its application in optimizing parameters for
PID-based controllers, no previous research has utilized it to
optimize parameters for SMC-based controllers in LFC for PSs.
This research gap motivated our study.

1.4 Challenges

Although SMC has been proven efficiently and robust for load
frequency regulation of the PSs from the literature, there are still
several challenges in designing the SMC for LFC in MAPS that
can be listed as follows:

∙ Nonlinear and uncertain dynamics, such as changing loads,
load disturbances, and renewable energy integration.

∙ Conventional and low-order SMCs can suffer from chatter-
ing phenomenon. Consequently, the PSs can lead to reduced
efficiency and stability.

∙ Maintaining the stability of the SMC under varying operat-
ing conditions and disturbances is challenging, especially in
MAPS.

∙ Lastly, tuning the parameters for SMC design to
obtain the optimal performance in MAPS can be also
challenging.

1.5 Objective and contribution

This article aims to solve the challenges in designing SMC for
LFC in MAPS. Specifically, a continuous decentralized higher-

order SMC-based observer (dHoSMO) is designed to eliminate
the chattering phenomenon in MAPS. Subsequently, the latest
meta-heuristic algorithm, e.g. HBA [29], is applied to obtain
the optimal parameters for such SMC design. To validate the
robustness and stability of the proposed controller, several case
studies are conducted with different configurations and con-
ditions. Simulation results reveal that by combining dHoSMO
with the HBA, the proposed controller becomes much more
robust and stable.

The major contributions of this article are listed as follows:

∙ The continuous decentralized higher-order SMC rule based
on the estimated local SSVs is developed to improve sys-
tem performance by eliminating the oscillating and chattering
issues.

∙ Three meta-heuristic algorithms are assessed, namely HBA,
PSO [55], and tuna swarm optimization (TSO) [56], to obtain
the optimal parameters for SMC design for different case
studies and conditions. To the best of our knowledge, this
is the first time HBA and TSO are investigated to obtain the
optimal parameters for SMC design.

∙ The HBA technique was proven that its performance
surpassed almost state-of-the-art meta-heuristic algorithms.
Interestingly, combining dHoSMO with the HBA technique
obtains the best performance in this study too.

∙ A novel linear matrix inequality (LMI) technique based on
actual and estimated SSVs is established to prove the entire
stability of MAPS based on Lyapunov stability theory.

∙ Simulation results indicate that the proposed approach is reli-
able against system parameter uncertainties and satisfactorily
work with large-scale practice PS.

1.6 Article organization

The structure of the article is organized as follows: Section 2 for-
mulates the model for the interconnected MAPS. In Section 3,
the design and stability analysis of the state observer-based
high-order SMC are presented. The applied HBA is detailed in
Section 4. Section 5 provides insights into the implementation
of the meta-heuristic algorithms for the dHoSMO controller
design problem. Section 6 delves into the analysis and simula-
tion results. Finally, Section 7 concludes this study and suggests
avenues for future work.

2 THE INTERCONNECTED
MULTI-AREA POWER SYSTEM
MODELLING

In this research, the LFC model is designed with the control
system, resources, and loads, which perform a significant role
in determining PS reliability. The detailed model of single-area
power system (SAPS) and l th area in MAPS are both depicted
in Figure 1 as [37, 40, 41, 57, 58]. To reduce frequency variation,
each area system in the diagram is equipped with the dHoSMO
method integrated with the HBA technique. From Figure 1, the
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FIGURE 1 Block diagram of the l th area of MAPS.

dynamic equations in the l th area model are deduced as the fre-
quency variation is expressed in Equation (1). The mechanic’s
power variation is given in Equation (2), and the valve position
variation is displayed in Equation (3). The area control error is
presented in Equation (4), and the rotor angle variation is shown
in Equation (5).

ΔḞl (t ) = −
1

TPl

ΔFl (t ) +
KPl

TPl

ΔPMl (t ) −
KPl

TPl

ΔPLl (t )

+
KPl

TPl 2𝜋

N∑
l=1,l≠k

Tlk[Δ𝛿l (t ) − Δ𝛿k(t )]

(1)

ΔṖMl (t ) = −
1

TMl
ΔPMl (t ) +

1
TMl

ΔPVl (t ) (2)

ΔṖVl (t ) = −
1

TVl Rl
ΔFl (t )

−
1

TVl
ΔPVl (t ) +

1
TVl

ΔPCl (t )

(3)

ΔĖl (t ) = KIl 𝛽l ΔFl (t ) +
KIl

2𝜋

N∑
l=1,l≠k

Tlk[Δ𝛿l (t ) − Δ𝛿k(t )] (4)

Δ𝛿̇l (t ) = 2𝜋ΔFl (t ) (5)

where ΔFl (t ) is frequency deviation of l th area, ΔPMl (t ) is
gate/valve position change of l th area, ΔPVl (t ) is mechanical
power deviation of l th area, ΔEl (t ) is area control error of
l th area, Δ𝛿l (t ) is rotor angle deviation of l th area, ΔPCl (t ) is
control signal deviation of l th area; TPl is power system time
constant, TMl is steam time constant, TVl is governor time con-
stant, Tlk is tie-line coefficient, KPl ,Rl ,KIl , 𝛽l are PS gains; and
N is total number of areas.

According to Equations (1)–(5), the dynamic equations can
be defined in state-space form in Equation (6).

ẋl (t ) = Al xl (t ) + Bl ul (t ) +Clkxk(t ) + Dl 𝜓l (t )2 (6)

Then, the associated matrices and vectors of MAPS are given
below

xl (t ) = [ΔFl (t ) ΔPMl (t ) ΔPVl (t ) ΔEl (t ) Δ𝛿l (t )]T (7)

ul (t ) = [ΔPCl (t )]T (8)

and

𝜔l (t ) = [ΔPLl (t )]T (9)

where xl (t ) is state vector of l th area and xk(t ) ∈ Rnk is the state
vector of neighbouring control areas, ul (t ) is control vector of
l th area, and 𝜔l (t ) is disturbance vector of l th area; Al is state-
space variable matrix, Bl is input control matrix, Cl is associated
matrix between nearby areas, and Dl is input disturbance matrix

From the above differential equations, we can determine the
matrices

Al =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1
TPl

KPl

TPl

0 0 −
KPl

TPn2𝜋
Tlk

0 −
1

TTl

1
TTl

0 0

−
1

TVl
Rl

0 −
1

TVl

0 0

KIl 𝛽l 0 0 0
KIl

2𝜋
Tlk

2𝜋 0 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(10)

Bl =

[
0 0

1
TVl

0 0
]T

(11)
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Clk =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0
KPl

TPl 2𝜋
Tlk

0 0 0 0 0

0 0 0 0 0

0 0 0 0 −
KIl

2𝜋
Tlk

0 0 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(12)

Dl =

[
−

KPl

TPl

0 0 0 0
]T

(13)

In the actual MAPS, the precise measurement of the compo-
nent values is incapable due to the operating point constantly
changing by the varying load and others. Hence, all parameters
can be estimated or approximated. Also, Equation (6) is updated
as Equation (14).

ẋl (t ) = Āl xl (t ) + B̄l ul (t ) + C̄lkxk(t ) + D̄l 𝜓l (t )

= Al xl (t ) + Bl ul (t ) +Clkxk(t ) + 𝜔l (t )
(14)

where Āl = Al + ΔAl , B̄l = Bl + ΔBl , C̄l = Cl + ΔCl , D̄l =
Dl + ΔDl , and the unknown matrices ΔAl , ΔBl , ΔCl , and ΔDl

denote system variations, the matrices Al ,Bl ,Clk, and Dl are
the nominal values; and 𝜔l (t ) is called the total disturbances
which can be estimated as in Equation (15) below.

𝜔l (t ) = ΔAl xl (t ) + ΔBl ul (t ) + ΔClkxk(t ) + D̄l 𝜓l (t ) (15)

In the ideal scenario, some assumptions and lemmas are
presented in this part to describe the stability and fea-
sibility of the MAPS-based LFC strategies under certain
conditions.

Assumption 1. If the matrix [Al ,Bl ] is controllable, ΔAl (t )
and ΔBl (t ) can be estimated.

Assumption 2. The pair of matrices [Al ,Fl ] is observable.

Lemma 1 [44]. Let X and Y are realistic matrices with appropriate

dimensions then, for any scalar 𝜇 > 0, the following matrix inequality

achieve

X T Y +Y T X ≤ 𝜇X T X + 𝜇−1Y T Y (16)

Lemma 2 [44]. If the matrix

[
P (x ) R(x )

RT (x ) Q(x )

]
> 0 (17)

where P (x ) = PT (x ), Q(x ) = QT (x ), and R(x ) which depends
on x. Therefore, P (x ) − R(x )Q−1(x )RT (x ) > 0 and Q(x ) > 0

3 STATE OBSERVER BASED ON
HIGHER-ORDER SMC

The traditional first-order SMC has a significant drawback of
high-frequency oscillation caused by fast switch control near
the sliding surface (chattering phenomenon). Besides, higher-
order SMC brings up superior performance with better tracking
accuracy, reduced steady-state errors, and improved distur-
bance rejection. Especially, this method also can effectively
suppress chattering and improve control smoothness compared
to first-order SMC. Moreover, the state observer is known for
accurately estimating all SSV values based on system output
and input signal. Hence, this article proposes a higher-order
SMC based on a state observer for local LFC-MAPS. Then,
using the estimated SSVs, a higher-order SMC strategy can
be implemented to improve the closed-loop system transient
performance by eliminating the oscillating and chattering issues.

3.1 Design of state observer

The designed control systems in studies [37, 42, 43] assumed
that all SSVs were available for feedback. However, all SSVs
are not available for feedback in practice. Furthermore, the
PS structure is highly complex, and direct measurement from
sensors of all SSVs in an interconnected PS does not have
cost-effectiveness and feasible implementation. Due to those
reasons, we must estimate SSVs; thus, the state observer is
implemented based on the previous study [59], and explained
in this section. The state-space model of state observer based
on the l th area model as shown in Equation (14) is illustrated as
Equation (18).

̇̂xl (t ) = (Al − Ll Fl )x̂l (t ) + Bl ul (t ) +Clkx̂k(t ) + Ll yl (t )

ŷl (t ) = Fl x̂l (t )
(18)

where x̂l (t ) ∈ Rnl and x̂k(t ) ∈ Rnk is estimated state vector in
l th and kth areas respectively, ŷl (t ) is estimated output vector,
Fl is output matrix.

According to assumptions 1 and 2, dual systems mentioned
in Equations (14) and (18), respectively, are completely control-
lable and observable. Then, we designed observer gain (Hl ) via
the pole placement method [59] which causes the eigenvalues
(AT

l
−C T

l
Hl ) to be placed in predefined locations in the neg-

ative hyperplane. The matrix observer gains (Ll ) can be chosen
by employing the following: Ll = H T

l
.

3.2 Design of higher-order sliding surface
based on estimated local SSVs of the state
observer

Due to the non-linear characteristics of the realistic system,
the difference between the real system and the designed model
exists due to dynamic characteristic variations during the PS
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operation; thus, the exact calculation of a realistic system model
is almost impossible.

The SMC technique is well-known as a robust control
method and its design is not based on an exact system model.
Hence, it is appropriate to control non-linear systems with
external disturbances and plant uncertainties. By applying a
designed control law, the system trajectory will be driven to an
integral sliding surface [41] and sliding manifold [44] with any
initial condition and keep it thereafter. To demonstrate the sys-
tem performance and robustness under disturbances during the
reaching phase, we suggest the new integral sliding surface for
the MAPS as Equation (19)

𝜎l

[
x̂l (t )

]
= 𝜀l 1Gl x̂l (t ) − 𝜀l 2 ∫

t

0
Gl (Al − Bl Kl )x̂l (𝜏)d𝜏 (19)

where 𝜀l 1 and 𝜀l 2 are the positive constants chosen by meta-
heuristic algorithm, Gl ,Kl are the designed matrices. Gl is
selected to secure invertible matrix (Gl Bl ), and Kl is designed
by using pole placement technique [59] which causes the
eigenvalues (Al − Bl Kl ) to be chosen in the locations in the
negative hyperplane.

Differentiating 𝜎l [x̂l (t )] in Equation (19) following time and
combining with Equation (18), then

𝜎̇l

[
x̂l (t )

]
= 𝜀l 3Gl Al x̂l (t ) + 𝜀l 1Gl Bl ul (t ) + 𝜀l 1Gl Clkx̂k(t )

+ 𝜀l 1Gl Ll [yl (t ) − ŷl (t )] + 𝜀l 2Gl Bl Kl x̂l (t ) (20)

where 𝜀l 3 is the value differences between 𝜀l 2 and 𝜀l 1 (i.e. 𝜀l 3 =
𝜀l 2 − 𝜀l 1).

So, the setting 𝜎̇l [x̂l (t )] = 𝜎l [x̂l (t )] = 0, the equivalent con-
trol is defined as Equation (21).

u
eq

l
(t ) = −(𝜀l 1Gl Bl )−1

[
𝜀l 3Gl Al x̂l (t ) + 𝜀l 1Gl Clkx̂k(t )

+ 𝜀l 1Gl Ll [yl (t ) − ŷl (t )] + 𝜀l 2Gl Bl Kl x̂l (t )
]

(21)

Remark 1. A higher-order SMC approach is designed for the
MAPS to eliminate the oscillating and chattering phenomena
in the first-order SMC. The main objective of the suggested
approach is to affect the high order derivative of the sliding
variables 𝜎̇l [x̂l (t )].

For dHoSMO method, the sliding manifold [44] Ṡl [x̂l (t )] is
design as Equation (22)

Sl

[
x̂l (t )

]
= 𝜎̇l

[
x̂l (t )

]
+ Zl 𝜎l

[
x̂l (t )

]
(22)

where Zl > 0 is chosen by a meta-heuristic algorithm. Dif-
ferentiating Equation (22) and substituting Equation (20) we
obtain

Ṡl

[
x̂l (t )

]
= 𝜀l 3Gl Al

̇̂xl (t ) + 𝜀l 1Gl Bl u̇l (t ) + 𝜀l 1Gl Clk
̇̂xk(t )

+ 𝜀l 2Gl Bl Kl
̇̂xl (t ) + 𝜀l 1Gl Ll [ẏl (t ) − ̇̂yl (t )] + Zl 𝜎̇l

[
x̂l (t )

]
(23)

Based on the explanation of sliding manifold, the continuous
dHoSMO controller is designed for LFC of MAPS to be given
as follows

uHO
l

(t ) = u̇l (t ) = −(𝜀l 1Gl Bl )−1
[
𝜀l 3Gl Al

̇̂xl (t )

+ 𝜀l 1Gl Clk
̇̂xk(t ) + 𝜀l 1Gl Ll [ẏl (t ) − ̇̂yl (t )]

+ 𝜀l 2Gl Bl Kl
̇̂xl (t ) + Zl 𝜎̇l [x̂l (t )]

+ 𝛿l sat {Sl [x̂l (t )]}
]

(24)

where

sat{Sl [x̂l (t )]} =

⎧⎪⎨⎪⎩
sign{Sl [x̂l (t )]} if ‖Sl ‖ > Φl

Ṡl [x̂l (t )]
Φl

others

(25)

and 𝛿l > 0 is the control energy chosen by the meta-heuristic
algorithm. From the above method, the frequency regulation
based on state observer can be implemented for better results.

3.3 Reachability analysis

For the MAPS, to design the SMC and drive the system state
trajectories to the sliding manifold, the reaching condition [41]
for each area need to meet Proof of Theorem 1.

Theorem 1. Considering the closed loop of the MAPS in Equation

(14) with the continuous dHoSMO controller in Equation (24). Then,

every system trajectory is directly driven to the sliding manifold and once

this trajectory reaches the sliding manifold, namely (Sl [x̂l (t )]=0), it will

be remained on the sliding manifold for later.

Proof of Theorem 1. The Lyapunov function [44] is set below

V̄ (t) =
N∑

l=1

1
2

S 2
l

[x̂l (t )] (26)

So, taking the derivative of V̄ (t) and combine with Equa-
tion (23), we have:

̇̄V (t) =
N∑

l=1

{
S

T
l [x̂l (t )] ×

[
𝜀l 3Gl Al x̂i (t) + 𝜀l 2GiBl Kl x̂l (t )

+ 𝜀l 1GiLi [ẏl (t) − ̇̂yl (t)] + Zl 𝜎̇l [x̂l (t)]

+ 𝜀l 1Gl Clk
̇̂xk(t) + 𝜀l 1Gl Bl u̇l (t)

]}
(27)

Using the control law (ul
HO (t )) in Equation (24), Equa-

tion (27) becomes

̇̄V (t ) = −

N∑
l=1

𝛿l S 2
l

[x̂l (t)] (28)
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466 TRAN ET AL.

From Equation (28), clearly, ̇̄V (t) is less than zero, which
presents that the reachability of the system trajectory based on
estimated SSVs of state observer in the MAPS with proposed
controller in Equation (14) towards the sliding manifold and
remain thereafter. □

3.4 Stability analysis of the whole system

The stability of the whole system is proven in this section. The
suggested method concentrates on the ultimate boundary of the
signals. The entire system can converge to a steady state if only
the state observer is to converge, and the SMC rule is capable
of driving the system trajectory to the sliding surface in finite
time. Then substituting u

eq
l

(t ) in Equation (21) into the MAPS
in Equation (14), we achieve

ẋl (t) = [(1 − 𝜀l3 )Al − 𝜀l4BlKl]xl(t) + 𝜔l(t) +Ωl x̃l(t)

+ [Il − Bl(GlBl )
−1Gl]Clkx̃k (29)

where x̃l (t ) = xl (t ) − x̂l (t ) is the difference of the estimated

and real states. 𝜀l 3 =
(𝜀l 1 − 𝜀l 2)

𝜀l 1
; 𝜀l 4 =

𝜀l 2

𝜀l 1
; and Ωl =

(𝜀l3Al + 𝜀l 4BlKl ) − Bl(Gl Bl )−1GlLlFl

Assumption 3. the disturbance is 𝜔l (t) and the differential of
𝜔l (t) is bounded. There is an existence of the known scalars
𝛾l and 𝛾̄l so that ‖𝜔l (t )‖ ≤ 𝛾l and ‖𝜔̇l (t )‖ ≤ 𝛾̄l , where ‖.‖ is
matrix norm. Then the time derivative of x̃l (t ) is described as
follows

̇̃xl (t) = (Al − Ll Fl )x̃l (t ) +Clkx̃k(t ) + 𝜔l (t ) (30)

Theorem 2. The sliding motion in Equation (19) is asymptotically

stable if only there exists a symmetric positive definite matrix Pl , Rl , and

positive scalars 𝜛l ,𝜇l , 𝜃l , 𝜉l , and 𝜌l (l = 1, 2, 3,…N ). Then following

LMI below

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Σl 1 0 ΩT
l

ΣT
l 3 PT

l 0 0 0

0 Σl 1 0 0 0 PT
l CT

kl RT
l

Ωl 0 −𝜛l 0 0 0 0 0

Σl 3 0 0 −𝜇l 0 0 0 0

Pl 0 0 0 −𝜃l 0 0 0

0 Pl 0 0 0 −𝜛−1
l

0 0

0 Ckl 0 0 0 0 −𝜉l 0

0 Rl 0 0 0 0 0 −𝜌l

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0

(31)
where

Σl 1 =[(1 − 𝜀l 3)Al − 𝜀l 4Bl Kl ]Pl

+ PT
l

[(1 − 𝜀l 3)Al − 𝜀l 4Bl Kl ]T
(32)

Σl 2 = (Al − Ll Fl )Rl + RT
l

(Al − Ll Fl )T (33)

Σl 3 = [Il − Bl (Gl Bl )−1Gl ]Pl (34)

Proof of Theorem 2. To demonstrate the stability of the sliding
motion in Equation (19), we choose the Lyapunov function [44]
as below

V (t ) =
N∑

l=1

[xT
l

(t)Pl xl (t ) + x̃T
l

(t)Rl x̃l (t)] (35)

where Pl ,Rl > 0 satisfied Equation (35). Then, taking the
derivative of V (t ) and using Equations (29) and (30), and
applying Lemma 1 we have

V̇ (t ) =
n∑

l=1

{
xl (t )

{
[(1 − 𝜀l 3)Al − 𝜀l 4Bl Kl ]Pl

+ PT
l

[(1 − 𝜀l 3)Al − 𝜀l 4Bl Kl ]T +𝜛l Ωl Ω
T
l

}
xT

l
(t )

+ x̃l (t )[(Al − Ll Fl )Rl + RT
l

(Al − Ll Fl )T

+𝜛−1
l

Pl PT
l

]x̃T
l

(t ) + 𝜇−1
l

x̃k(t )ClkC T
lk

x̃T
l

(t )

+ 𝜇l xl (t )Σl 3Σl 3
T

xT
l

(t ) + 𝜈l x̃k(t )ClkC T
lk

x̃T
k

(t )

+ 𝜈−1
l

x̃l (t )Rl RT
l

x̃T
l

(t ) + 𝜃l xl (t )Pl PT
l

xT
l

(t )

+ 𝜃−1
l

𝜔l (t )𝜔T
l

(t ) + 𝜐l x̃l (t )Tl RT
l

x̃T
l

(t )

+ 𝜐−1
l

𝜔l (t )𝜔T
l

(t )
}

(36)

where 𝜛l , 𝜐l , 𝜈l are positive scalars. Since x̃k(t )ClkC T
lk

x̃T
k

(t ) =
x̃l (t )Ckl C

T
kl

x̃T
l

(t ) so Equation (36) becomes

V̇ (t ) <
N∑

l=1

xl (t )Θl 1xT
l

(t ) + x̃l (t )Θl 2x̃T
l

(t ) + 𝜅−1
l

𝜔l (t )𝜔T
l

(t )

(37)

where

Θ1 = [(1 − 𝜀l 3)Al − 𝜀l 4Bl Kl ]Pl

+ PT
l

[(1 − 𝜀l 4)Al − 𝜀l 4Bl Kl ]T

+𝜛l Ωl Ω
T
l
+ 𝜇l Σl 3Σ

T
l 3 + 𝜃PPT

l
; (38)

Θ2 = (Al − Ll Fl )Rl + RT
l

(Al − Ll Fl )T

+𝜛−1
l

Pl PT
l

+ 𝜁l Ckl C
T
kl

+ 𝜎l Rl RT
l
; (39)

and 𝜅−1
l

= 𝜃−1
l

+ 𝜐−1
l

; 𝜁l = 𝜇−1
l

+ 𝜈l ; 𝜎l = 𝜈−1
l

+ 𝜐l .
Define the augmented vector

𝜒l (t ) =
[
xl (t ) x̃t (t )

]T
(40)

In addition, by employing Lemma 2, LMI is equivalent to this
inequality [

Θl 1 0

0 Θl 2

]
= −Υl < 0 (41)
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TRAN ET AL. 467

According to Equations (40) and (41), we obtain

V̇ (t ) ≤ {−𝜆min[(Υl )||𝜒l (t )||2] + 𝜄l } (42)

where the constant value 𝜄l = 𝜅−1
l

𝛾2
l

and the eigenvalues of
𝜆min(Υl ) > 0.

Therefore, V̇ (t ) < 0 is achieved with ||𝜒l (t )|| >√
𝜄l

𝜆min(Υl )
. Hence, the sliding motion of MAPS in Equation

(19) is asymptotically stable. □

4 THE APPLIED HONEY BADGER
ALGORITHM

HBA [29] is a novel nature-inspired meta-heuristic algorithm,
which means, it was built based on mimicking the hunting
behaviour of the honey badger species. HBA was proposed
recently and its performance is superior to other state-of-the-
art meta-heuristic algorithms proposed before such as simulated
annealing (SA), PSO, covariance matrix adaptation with evo-
lution strategies (CMA-ES), a success-history based parameter
adaptation for differential evolution with linear population
size reduction strategy (L-SHADE), moth-flame optimization
(MFO), whale optimization algorithm (WOA), grasshopper
optimisation algorithm (GOA), thermal exchange optimization
(TEO), and HHO while tested by CEC’17 serial benchmark
functions and four engineering design problems in practice.

The main difference between HBA and other meta-heuristic
algorithms in the same class is the update process for new solu-
tions. The presence of a reference index (RI) in the HBA update
mechanism has reduced the probability of trapping into the local
optima of the whole optimization process. The consideration
of handling the local optima is highly focused while developing
HBA. The process is conducted by selecting one out of two sep-
arate methods: the ditch creating method and the honey flavour
guided method. These stages will be described in detail in the
sub-sections below. Before the update process is carried out,
there are several terms that must be calculated as follow:

IL = rd2 ×
OS

4𝜋l 2
(43)

where

OS = (Sn − Sn+1)2 (44)

and

l = Spp − Sn (45)

where IL is the intensity level caused by the prey; OS is the
original concentration source; rd2 is the random value gener-
ated in the interval of [0,1]; l is the distance from the honey
badger to the prospect prey; Sn is nth solution of the popula-
tion (n = 1, 2, .., Np); Spp is prey position. Next, the density
indicator is proposed to support the whole searching process
of HBA becoming more efficient. The determination of the

density indicator is presented below

𝜀 = CV × exp
( −It

Itmax

)
(46)

where CV is a constant value. Normally, CV is greater than one
and its value used in HBA is set by 2, It is the current iteration,
and Itmax is the maximum quantity of iteration.

4.1 The ditch creating method

The main purpose of this stage is to support the honey bad-
ger to determine approximately the position of the prospective
prey in a specific area by using its smelling ability. Note that, the
honey badger’s position is continuously changed to get closer
to the prey. This behaviour is expressed by the mathematical
equation below

S new
n = Spp + RI × DF × ILi × Spp + RI × rd3 × 𝜀

× li |cos(2𝜋 × rd4) × [1 − cos(2𝜋 × rd5)]| (47)

and

RI =

{
1 if rd6 ≤ 0.5

−1 others
(48)

where RI is the reference index, this term will support the
optimization process escape from the local optima, DF is
the degree of gaining food while honey badger engages the
hunting process.

By experiments, the value of DF is greater than 1 and DF
is set by 6 in HBA; rd 3, rd 4, rd 5, and rd 6 are respectively the
random values generated in the interval between 0 and 1.

4.2 The honey flavour guided method

According to the nature of the honey badger, one of the most
perennial foods of honey badger is honey. However, finding
honey and getting honey from the beehive is not easy. There-
fore, to increase the probability of success while searching for
honey in a large area, the honey badger will collaborate with a
navigator called a honey guide bird. This kind of bird will bring
the honey badger to the point where the beehive is located. This
collaboration is described by Equation (49) below

S new
n = Spp + RI × rd7 × 𝜀 × l (49)

where rd7 is a random value generated in the interval between 0
and 1.

The utilization of the ditch creating method or honey flavour
guided method for the update process of HBA is dependent on
the selection term (Str) which is the random value in the interval
between 0 and 1. If Str is less than 0.5, the ditch creating method
will be carried out. Otherwise, the honey flavour-guided method
is selected.

Figure 2 depicts the flowchart of the entire searching process
of the HBA. From which, the entire optimization process of
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468 TRAN ET AL.

FIGURE 2 The entire searching process of HBA for the considered
problem.

HBA that is utilized to get the optimal control parameters can
be summarized in steps as below:

∙ Step 1: Set the control parameters, including the quantity of
population (Np), maximum quantity of iterations (Itmax), the
degree of gaining food (DF), the constant value (CV), and
the number of dimensions (Nd ). It is important to note that
the value of (Nd ) must be equal to the number of desired
variables that need to be found for the problem under con-
sideration. In this research, (Nd ) is set to four, and the specific
variables will be revealed in the next section. This also implies
that there are four variables that must be determined to max-
imize the raw performance of the proposed controller, as
mentioned in Section 3.

∙ Step 2: Randomly generate the initial population following
the equation below:

Sn = LBn + RND × (UBn − LBn ) (50)

where Sn is the honey badger n with n = 1,…, Np. In the
optimal process each Sn is considered a feasible solution of
the considered problem which contains the set of desired
variables as mentioned in Step 1. LBn and UBn are the low-
est and highest boundaries of the solution Sn, respectively.

The boundaries also contain the lowest and the highest limits
of the desired variables. That also means that, all the solu-
tions of the initial population are only generated within their
boundaries, and RND is the random value between 0 and 1.

∙ Step 3: Calculate the fitness value (Fitn) belonging honey
badger n of population. The mathematical expression of the
fitness function will be reveal in the next section.

∙ Step 4: Set the initial iteration at 1 (It = 1).
∙ Step 5: Determine the density indicator (𝜀) for each honey

badger using Equation (46).
∙ Step 6: Calculate the intensity level (IL) for each honey badger

using Equation (43).
∙ Step 7: Randomly generate Str then, update new position for

honey badger n using Equation (45) if Str < 0.5, otherwise
using Equation (49).

∙ Step 8: Execute the violation checking. This step aims to
make sure that, all the desired variables of the solution n

locates inside the legal limits.
∙ Step 9: Execute the selection procedure. The main target in

this step is to remain in the better position (better solution)
for the next iteration and abandon the worse one.

∙ Step 10: Check the terminal condition. That means if the cur-
rent number of iterations (It) is still less than the maximum
quantity of iteration (Itmax), increase the It by one and return
to Step 5. Otherwise, terminate the whole computing process
and report the optimization results.

5 THE IMPLEMENTATION OF THE
APPLIED ALGORITHMS FOR THE
dHoSMO CONTROLLER DESIGN
PROBLEM

In this section, three meta-heuristic methods are applied to
determine the optimal control parameters for the dHoSMO
controller. The first method used is PSO [55], the second
method is TSO [56], and the last one is HBA [29]. These
methods are nature-inspired algorithms that are developed
based on the living practices of different species on the Earth.
The only thing that differentiates the three applied methods
is their update mechanisms for new solutions. Particularly,
PSO utilizes the variations of both position and velocity
belonged to each particle to produce the new solutions after
each iteration. TSO employed the cooperative mechanism
among the tunas in their foraging process to generate the new
solutions. Lastly, HBA updates its new solution based on the
execution of one out of two guide methods as mentioned in the
previous section.

On the other hand, the main objective of this study is to apply
the three methods mentioned earlier to determine the optimal
solution to the considered problem and also indicate the best
applied method among the three to deal with such a problem.
Besides reaching the best solutions to the given problem, other
targets of the whole paper are briefly summarized as follows:

1. Propose a new approach to determine the optimal control
parameters of the controllers without using any complex
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TRAN ET AL. 469

FIGURE 3 The block diagram of the HBA/PSO/TSO-based dHoSMO
controller.

mathematical models as in previous studies. Particularly, this
study applies PSO, TSO, and HBA to optimize all the impor-
tant control parameters required by the PID and the newly
proposed controller, which is dHoSMC.

2. The application of HBA is aimed at demonstrating the high
capability of finding the optimal solution while compared to
others, such as PSO and TSO, concerning execution time,
the quality of the identified optimal solution, and computer
resource requirements. This implies that the most effective
method among the three will offer the best optimal control
parameters for promptly addressing disturbances in the PS.
This becomes crucial when there is an urgent requirement
for a new set of control parameters to adapt to the evolv-
ing system status while ensuring that other relevant criteria
remain within their defined limits.

The graphical illustration of executing the three algorithms to
provide the control parameters for the controller is illustrated in
Figure 3. In which, PSO, TSO and HBA determine the opti-
mal parameters of the dHoSMO controller. Notably, the crucial
parameters are 𝜀l 1, 𝜀l 2, 𝛽l , and 𝛼l .

The real performance of meta-heuristic methods is evalu-
ated for the purpose of shortening the overshoot accompany
with settling time. In order to reach that goal, the minimizing
of the integral time absolute error (ITAE) objective function
is utilized to be the main objective function. Moreover, the
effectiveness of PSO, TSO, and HBA is clarified whilst these
methods are tested by the main objective function in two
separate cases including SAPS and MAPS. The mathematical
expressions belonging to ITAE objective function in two cases
can be presented respectively in Equations (51) and (52) below.

ITAESAPS = ∫
tsim

0
|ΔFl |t dt (51)

and

ITAEMAPS = ∫
tsim

0

(
N∑

l=1

|ΔFl | + M∑
l=1;k≠l

|ΔPtie,lk|)t dt (52)

where t and tsim are simulation time and total simulation time,
respectively. It should be noted that ITAE defined in Equa-

FIGURE 4 The flowchart of the optimal frequency control scheme.

tions (51) and (52) serves as the simple objective function due
to its benefits in minimizing both undershoot/overshoot and
settling time, as employed in [52, 54], for both SAPS and MAPS.

6 SIMULATION RESULTS AND
ANALYSIS

In this section, the simulations of case studies are performed to
examine the effectiveness of the suggested control scheme as
shown in Figure 4. Both SAPS and MAPS are utilized for the
simulation case studies. To present the superior performance of
the proposed scheme, the result comparison is conducted based
on maximum decreased frequency fluctuations with PSO-PID,
TSO-PID, HBA-PID, PSO-dHoSMO, TSO-dHoSMO, HBA-
dHoSMO, and the study [50]. IEEE 39-bus New England test
system is employed and compared with study [43] to assess the
reliability and robustness as well as its highly applicable of the
proposed controller in large-scale PS.

6.1 Determination of the control parameters
of the applied algorithms

The control parameters of HBA in terms of population size
(Np) and maximum number of iterations (ITmax) are highly
dependent on the complexity of the problems considered and
the experience of the developer. However, the application of
PSO, TSO, and HBA is intended to show the cutting-edge
characteristics of a modern meta-heuristic algorithm, HBA,
compared to the others, including PSO and TSO, while they
are simultaneously applied to deal with the same optimization
problem. Through the data presented in this study, the conclu-
sion is that HBA is far more effective than PSO and TSO by
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470 TRAN ET AL.

TABLE 1 Optimal controller parameters for SAPS.

Method Parameters PSO HBA

KP1 6.18 20.23

PID KI 1 50.00 50.00

KD1 0 8.63

𝜀11 2.63 0.14

dHoSMO 𝜀12 49.90 49.90

𝛽1 43.13 0.14

𝛼1 0.10 0.14

TABLE 2 Optimal controller parameters for two-area PS.

Method Parameters PSO (l = 1∕2) HBA (l = 1∕2)

𝜀l 1 0.10/0.10 0.10/0.10

dHoSMO 𝜀l 2 2.34/49.90 1.01/27.27

𝛽l 2.69/0.10 4.08/4.86

𝛼l 0.10/49.90 4.01/4.98

offering a better optimal value of fitness function while using
the same initial control parameters. If both Np and ITmax are
set at very high values as shown while dealing with the bench-
mark functions shown in [29], an optimal solution may be found
by the three, but the computing time will be longer, and the
effectiveness of the applied algorithms cannot be judged clearly.

As mentioned earlier, this study tries to solve a practical prob-
lem in power system operation, therefore, an algorithm with
long computing time is not a proper selection. The experiments
to select the optimal control parameters were conducted with
different values of both Np and ITmax. The results obtained
by these experiments led to the decisions of Np and ITmax as
shown in this study which are 50 and 100, respectively.

The implementation of the three applied algorithms to deal
with the given problem will be executed as follows: Firstly,
HBA and PSO will be applied to determine the optimal control
parameters for the proposed controller in the SAPS. Then, both
HBA and PSO will be implemented in the MAPS for evaluating
their real performance. Besides, TSO will join the evaluation in
this case along with HBA and PSO. As mentioned earlier, TSO
is proposed earlier than HBA by one year, and the implementa-
tion of TSO in this case is aimed at giving more evidence while
judging the real efficiency of HBA, especially when the scale of
the given problem is substantially larger.

6.2 LFC with step load disturbances

The parameters of the PID and dHoSMO controllers are first
optimized by PSO and HBA. Based on the findings in the lit-
erature and design experience, the boundary of the controller
parameters is in a range of [0, 50], following the work in refs. [50,
53]. After that, these parameters are utilized by the controller to
minimize the main objective function. The results of SAPS and
MAPS are fully shown in Tables 1 and 2, respectively.

FIGURE 5 The best fitness values of HBA and PSO combined with PID
and dHoSMO for SAPS.

FIGURE 6 Frequency fluctuations of HBA and PSO combined with PID
and dHoSMO for SAPS.

6.2.1 Single-area power system

A SAPS model with the widely used parameters of the gov-
ernor, non-reheated turbine, and generator is employed to
evaluate the effectiveness of the proposed LFC scheme in
this case. The parameters of SAPS [50] are listed as follows:
KP1 = 1, TP1 = 10, TM1 = 0.3, TV 1 = 0.1, KI 1 = 50, 𝛽1 = 0.4,
and R1 = 0.055. Two times of changed load disturbances are
employed to the system with +0.16 [pu] at 1 [s] and −0.17 [pu]
at 10 [s]. Figure 5 shows the best convergence curves obtained
by four different control approaches, namely the PSO-PID,
the HBA-PID, the PSO-dHoSMO,the HBA-dHoSMO, respec-
tively. From which the y-axis is the fitness values and the x-axis
is the number of iterations. As shown in Figure 6, it is easy to
observe that the proposed controller decreases the peak-value
of frequency deviation (ΔFl ) as well as makes less amount of
finite time in comparison with other approaches. The efficiency
of LFC in eliminating load disturbances is able to be enhanced
when applying the suggested controller. The superiority perfor-
mance of the HBA is also clearly expressed via both PID and
dHoSMO controllers in comparison with PSO over settling
time and overshoot. The values of frequency deviation over-
shoot for each scheme are presented in Table 3. As shown in
Table 3, the four different control approaches outperform the
PSO-SMC and ADP-SMC methods proposed by Mu et al. [50].
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TRAN ET AL. 471

TABLE 3 The value of absolute ITAE function and frequency deviation in SAPS.

Method PSO-PID HBA-PID PSO-dHoSMO HBA-dHoSMO PSO-SMC [50] ADP-SMC [50]

ITAESAPS 0.1092 0.1091 0.0136 0.0133 0.0753 0.0733

Max(ΔF1 ) 8.57 × 10−3 6.55 × 10−3 2.34 × 10−3 2.15 × 10−3 3.29 × 10−3 3.49 × 10−3

FIGURE 7 Actual and estimated response signals of the proposed
method.

Additionally, Table 3 also highlights the improvement of higher-
order SMC compared to SMC. Based on the results, it can be
concluded that the higher-order SMC approaches are superior
to classical ones. Similarly, the HBA approach outperforms the
PSO-based and ADP-based approaches.

As shown in Figure 7, the actual and estimated response sig-
nals of turbine power output and frequency deviation are almost
identical. It implied that the designed state observer fast con-
verges and provides a precise estimate only based on system
input and output.

Remark 2. In this case, it is easy to observe from Figure 6.
The frequency fluctuation given by the PID-based controller
is not good enough. Clearly, the PSO and HBA-based con-
trol provide the smallest absolute frequency fluctuation during
the entire regulation. However, the dHoSMO controller based
on PSO and HBA provides superior performance with smaller
overshoots and faster settling times. Therefore, in the following
case, we only carry out the dHoSMO controller with HBA and
PSO to compare the algorithm performance.

6.2.2 Two-area power system

The proposed LFC scheme is evaluated on a widely used two-
area PS. The parameters of two-area PS [50] are listed as follows:
KP1 = 1, KP2 = 6.67, TP1 = 10, TP1 = 8, TM1 = 0.3, TM2 =
0.4, TV 1 = 0.1, TV 1 = 0.17, KI 1 = KI 2 = 0.1, 𝛽1 = 𝛽2 = 0.4,
and R1 = R2 = 0.055. A disturbance load is executed in area
1 with values as +0.1 [pu] at 1s. Subsequently, these parame-

FIGURE 8 The best fitness values of PSO-dHoSMO and
HBA-dHoSMO for two-area PS along the iteration.

FIGURE 9 Frequency fluctuations in Area 1 of two-area PS using
PSO-dHoSMO and HBA-dHoSMO.

ters are updated to Equations (1)–(13) as well as the dynamics
equations in Figure 1.

The best fitness values (y-axis) obtained by two algorithms,
namely PSO and HBA, with dHoSMO are presented along the
number of iterations (x-axis) as shown in Figure 8. Clearly, the
HBA technique demonstrates outstanding performance with
fast convergence at the 20th iteration and lower best fitness at
6.5 × 10−4, compared with the 26th iteration and 6.75 × 10−4

of PSO. The corresponding results of frequency fluctuations in
areas 1 and 2 are respectively illustrated in Figures 9 and 10. In
Figure 9, the settling time of the HBA-dHoSMO is lower than
the PSO-dHoSMO, indicating that the HBA-dHoSMO is better
than the PSO-dHoSMO in area 1. Similarly, HBA-dHoSMO is
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472 TRAN ET AL.

FIGURE 10 Frequency fluctuations in Area 2 of two-area PS using
PSO-dHoSMO and HBA-dHoSMO.

TABLE 4 The value of response signals in two-area PS.

Method PSO-dHOSMO HBA-dHOSMO

ITAEMAPS 6.71 × 10−4 6.45 × 10−4

Max(|ΔF1|) 7.91 × 10−4 7.92 × 10−4

Max(|ΔF2|) 2.72 × 10−4 2.66 × 10−4

Max(|ΔPtie,12|) 4.95 × 10−4 4.59 × 10−4

FIGURE 11 Tie-line power fluctuations of two-area PS using
PSO-dHoSMO and HBA-dHoSMO.

also better than PSO-dHoSMO in area 2, as shown in Figure 10.
The performance analysis of the suggested scheme is displayed
in Table 4. It is asserted that the suggested scheme has much-
enhanced system performance compared to another one in
terms of settling time and under/overshoot. Lastly, Figure 11
depicts tie-line power between the first and second areas, com-
pared to PSO-dHoSMO, the value of tie-line power fluctuation
applied HBA for dHoSMO controller is lower overshoot and
smaller time of convergence.

In particular, the simulation result reports indicate an effect
of the proposed controller with HBA in comparison with

FIGURE 12 Best fitness values of PSO-dHoSMO, TSO-dHoSMO, and
HBA-dHoSMO for three-area PS along the iteration.

TABLE 5 Frequency and time-line power deviations of three-area PS.

HBA TSO PSO

Methods

Max.O.S

(pu) Ts (s)

Max.O.S

(pu) Ts (s)

Max.O.S

(pu) Ts (s)

ΔF1 −0.0168 0.51 −0.0322 0.87 −0.0250 0.85

ΔF2 −0.0356 0.60 −0.0356 0.51 −0.0277 1.08

ΔF3 −0.0291 0.54 −0.0440 0.90 −0.0243 1.11

ΔPtie12 −0.0089 0.37 −0.0139 0.55 −0.0108 1.00

ΔPtie23 −0.0031 0.70 0.0020 1.38 0.0023 0.74

ΔPtie31 0.0055 0.47 −0.0028 1.13 0.0011 0.86

PSO. Clearly, the controller with HBA is well-designed for
bringing frequency deviation to zero fastest as well as the
smallest overshoot.

6.2.3 Three-area power system

In this scenario, we evaluate the proposed controller (dHoSMO)
in a three-area PS under communication delays to compare the
effectiveness of HBA with TSO and PSO. The PS parameters
are consistent with those used in a prior study [36]. The load
disturbances in the three areas are respectively set at 0.1[pu],
0.15[pu], and 0.15[pu] at 1s for the first, second, and third areas.
The optimal fitness values of the three methods are presented
in Figure 12, indicating that HBA performs better than TSO
and significantly outperforms PSO. Specifically, the ITAE val-
ues are 0.0167 for HBA, 0.0214 for TSO, and 0.4745 for PSO.
Additionally, the frequency and tie-line power deviation of the
three-area PS with a time delay of 0.1 s are depicted in Figures 13
and 14, and detailed results are provided in Table 5. It is evident
that HBA achieves superior results in terms of settling time and
overshoot compared to other algorithms.
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FIGURE 13 Frequency deviation of three-area PS under communication
delay using PSO-dHoSMO, TSO-dHoSMO, and HBA-dHoSMO.

6.3 MAPS with proposed approach against
parameter uncertainties and step load
disturbances

To evaluate the further effectiveness of the proposed scheme,
the four worst scenarios are employed to demonstrate the
controller robustness and reliability with some assumptions in
various parameters of two-area PS. The nominal values of sys-
tem parameters are selected to be the same as [50], where three
parameters (TPl , TVl , and Rl ) were assumed to change as Table 6.
These parameters are subsequently updated to the matrix Al in
Equation (10), Bl in Equation (11), Clk in Equation (12), Dl in
Equation (13), and the dynamics equations in Figure 1. Conse-
quently, altering these parameters introduces nonlinearities into
the system. However, these changes must adhere to assump-
tions 1 and 2 to ensure the system dynamics remain stable even
in the presence of minor nonlinear effects.

Figure 15 depicts the system response signals of a two-area
PS with only the primary controller on the left and the pro-
posed controller on the right. Figure 15(a) and Figure 15(b)
show the frequency fluctuations without and with the pro-

FIGURE 14 Tie-line power fluctuations of three-area PS under
communication delay using PSO-dHoSMO, TSO-dHoSMO, and
HBA-dHoSMO.

TABLE 6 The parameter variations in two-area PS.

Parameter (l = 1/2)

Nominal

values

Variation

range [%] Updated values

TPl 10/8 +25 12.5/10

Case 1 TVl 0.1/0.17 −25 0.075/0.1275

Rl 0.055/0.055 −25 0.04125/0.04125

TPl 10/8 −25 7.5/6

Case 2 TVl 0.1/0.17 +25 0.125/0.2125

Rl 0.055/0.055 +25 0.06785/0.06785

TPl 10/8 +50 15/12

Case 3 TVl 0.1/0.17 −50 0.05/0.0855

Rl 0.055/0.055 −50 0.0275/0.0275

TPl 10/8 −50 5/4

Case 4 TVl 0.1/0.17 +50 0.15/0.255

Rl 0.055/0.055 +50 0.0825/0.0825

 17518695, 2024, 3, D
ow

nloaded from
 https://ietresearch.onlinelibrary.w

iley.com
/doi/10.1049/gtd2.13077 by South K

orea N
ational Provision, W

iley O
nline L

ibrary on [29/06/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



474 TRAN ET AL.

FIGURE 15 The system response signals of two-area PS with and without proposed control method under parameter uncertainties and step load disturbances:
(a) frequency fluctuations in 1st area, (b) frequency fluctuations in 2nd area, and (c) tie-line power variation.

posed controller applied on areas 1 and 2, respectively. It can
be observed that when the suggested controller is involved,
the time length making frequency deviations return to zero is
highest at approximately 3 [s], and the maximum overshoot
is 15 × 10−4 [pu]. The tie-line power fluctuation is also repre-
sented in Figure 15(c). Clearly, the proposed scheme has given
high stability while coping with plant uncertainties even though
a wide range of deviations has been employed.

Remark 3. The testing results in this case indicated that the sys-
tem is effective and robust under non-linear system with the
same conditions as in [52].

6.4 IEEE 39-bus New England PS

The performance of the designed controller is assessed again
in this section via a large-scale real-test system. The IEEE-39
node configuration of New England PS is utilized to carry out
the test for the controller performance. The system includes 10
generators and these are distributed in three separate governable
zones. There are three generators located in each governable
zones 1 and 2. The four remaining generators are all oper-

ated in governable zone 3. In addition, all generators in the
whole system are simultaneously operated during normal oper-
ation. Finally, the single graph illustration of the IEEE-39 node
configuration [43] is illustrated in Figure 16.

To conduct a fair comparison regarding the working per-
formance of the proposed method, we have utilized the same
testing condition with study [43] including load variations as
shown Figure 18 and system parameters as shown in Table 7.
In addition, the main goal of the entire research is to reduce
as much as possible the maximum over/undershoot (Max.O.S)
and the settling time (Ts). To reach that goal, a meta-heuristic
algorithm called HBA is applied to deal with objective func-
tions as mentioned earlier. As a result, the performance of the
proposed method is improved whilst compared with study [43]
shown Table 8.

Finally, the convergence curve given by HBA after 50 itera-
tions is described in Figure 17. The frequency deviations and
the tie-line power fluctuations for three areas are shown in
Figures 19 and 20, respectively.

Remark 4. From simulation results, it is clear that the proposed
approach is not only considered to be a highly effective one
but also a reliable characteristic proved during the experience
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TRAN ET AL. 475

FIGURE 16 The structure of IEEE 39-bus New England PS.

TABLE 7 Parameters of IEEE 39-bus New England system.

Generators (bus) Ml Dl TVl TMl

G1 (39) 3.0 4.0 0.25 0.2

G2 (31) 2.5 4.0 0.25 0.2

G3 (32) 4.0 6.0 0.25 0.2

G4 (33) 2.0 3.5 0.25 0.2

G5 (34) 3.5 3.0 0.25 0.2

G6 (35) 3.0 7.5 0.25 0.2

G7 (36) 2.5 4.0 0.25 0.2

G8 (37) 2.0 6.5 0.25 0.2

G9 (38) 6.0 5.0 0.25 0.2

G10 (30) 4.0 5.0 0.25 0.2

TABLE 8 IEEE 39-bus New England system frequency deviations.

Proposed method

Observer-non-linear

SMC [43]

Methods Max.O.S (p.u.) Ts(s) Max.O.S (p.u.) Ts (s)

Area 1 0.0301 2.5 0.0316 4

Area 2 −0.0233 2.5 −0.0258 4

Area 3 −0.0316 2.5 −0.0428 4

simulations under several disturbance conditions. Therefore,
the proposed method can absolutely deal with LFC issues in
the large-scale, practical, MAPS.

Remark 5. The proposed approach has already been examined
under several load disturbances and parameter uncertainties in
this section. The case study results point out that the proposed

FIGURE 17 The best fitness of HBA-dHoSMO with New England PS.

FIGURE 18 Load variations using HBA-dHoSMO for New England PS.

FIGURE 19 Frequency fluctuations using HBA-dHoSMO for New
England PS.

approach is not only robust and effective with higher-order slid-
ing surface and HBA approach but also highly applicable with
the state observer and decentralized approach.

6.5 Discussion

In the single-area power system section, both PSO-based and
HBA-based PID and SMC were simulated to demonstrate the
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476 TRAN ET AL.

FIGURE 20 Tie-line power fluctuations using HBA-dHoSMO for New
England PS.

effectiveness of the proposed algorithm and SMC. Then, PSO-
based and ADP-based SMC were employed and compared with
HBA under the same conditions in two-area PS section to
emphasize again the robustness of HBA. Based on the obtained
results, it was indicated that HBA is more effective than the pre-
viously published methods, such as PSO-based and ADP-based
[50], thanks to the update mechanism for the new solution.

In addition, to assess the robustness of the proposed high-
order SMC under a larger-scale system, continuous changes
in the plant parameters and the IEEE 39-bus New Eng-
land PS were also employed. Accordingly, the simulation
results showed that the proposed controller is more stable
and practical in comparison to the other methods based on
decentralized and continuous control approaches, with the
main purpose being to eliminate the chattering and oscillating
phenomena.

While HBA-dHOSMC offers advantages in terms of con-
trol performance, it can be more challenging to imple-
ment in real-world systems due to complexity, and sensi-
tivity to noise. Some disadvantages of this method can be
mentioned as:

1. Sensitivity to system dynamics: Higher-order sliding modes
may be more sensitive to variations in PS dynamics, such as
system parameters or operating conditions. This sensitivity
can affect the robustness and performance of the control
system.

2. Computational resources: can be computationally intensive,
which may pose challenges in real-time implementation in PS
applications, especially in large-scale systems with multiple
control loops.

3. Moreover, thanks to the evolution algorithm, complex
requirements of careful tuning of control parameters have
been effectively solved.

7 CONCLUSION

In this study, a dHoSMO controller integrated HBA technique
is designed for LFC in SAPS and MAPS. The state observer is

used to estimate exactly local SSVs based on system input and
output. Therefore, the suggested controller is quite simple for
practical implementation. Then, the higher-order sliding surface
is constructed to improve system performance by eliminating
the chattering issue. During the controller designing process,
the entire system stability has been theoretically demonstrated
via Lyapunov stability theory with LMI. Regarding the sug-
gested controller design, the HBA, TSO and PSO techniques
were further developed, while the PID method is also con-
sidered to be compared method. Experimental simulations are
carried out on single-, two-, and three-area PSs as well as
three-area New England 39-bus testing systems. The results
indicate that the proposed control scheme can significantly
decrease frequency fluctuations and tie-line power deviations
while compared with other control schemes under several load
disturbances and parameter uncertainties. The proposed con-
trol scheme (HBA-dHoSMO) has obtained the ITAE values of
0.0133, 6.45 × 10−4, and 0.0167 for single-, two, and three-
area PSs. This indicates its effectiveness in both single- and
multi-area PSs. In our future research, we intend to assess the
robustness of our proposed approach within intricate power
systems comprising diverse sources, including a substantial pen-
etration of renewable energy sources. The incorporation of
energy storage systems will enhance the LFC loop. Moreover,
we plan to conduct practical validations using both laboratory
setups and real-time digital simulators to validate the effective-
ness, stability, and robustness of the proposed control scheme.
In subsequent work, the integration of grid-forming invert-
ers to enhance the further validation of our proposed control
methods, as it represents a promising research direction in
the field.

NOMENCLATURE

AGC Automatic generation control
AI Artificial intelligence

ASO Atom search optimization
CMA-ES Covariance matrix adaptation with

evolution strategies
dHoSMO Decentralized higher-order sliding mode observe

DSA Dragonfly search algorithm
FOPID Fractional order PID

GOA Grasshopper optimisation algorithm
GSA Gravitational search algorithm
HBA Honey badger algorithm

HHO Harris Hawk optimization
ITAE Integral time absolute error

LFC Load frequency control
LMI Linear matrix inequality

L-SHADE Success-history based parameter adaptation for
differential & evolution with linear population size
reduction strategy

MAPS Multi-area power systems
PID Proportional-integral-derivative

PS Power system
PSO Particle swarm optimization

RI Reference index
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RFB Redox flow battery
SA Simulated annealing

SAPS Single-area power system
SMC Sliding mode control
SSVs System state variables
TEO Thermal exchange optimization
WOA Whale optimization algorithm
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